Precipitation Retrieval from Spaceborne Microwave Radiometers Based on Maximum a posteriori Probability Estimation
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Abstract—A retrieval technique for estimating rainfall rate and precipitating cloud parameters from spaceborne multifrequency microwave radiometers is described. The algorithm is based on the maximum a posteriori probability criterion (MAP) applied to a simulated data base of cloud structures and related upward brightness temperatures. The cloud data base is randomly generated by imposing the mean values, the variances, and the correlations among the hydrometeor contents at each layer of the cloud vertical structure, derived from the outputs of a time-dependent microphysical cloud model. The simulated upward brightness temperatures are computed by applying a plane-parallel radiative transfer scheme. Given a multifrequency brightness temperature measurement, the MAP criterion is used to select the most probable cloud structure within the cloud-radiation data base. The algorithm is computationally efficient and has been numerically tested and compared against other methods. Its potential to retrieve rainfall over land has been explored by means of Special Sensor Microwave Imager measurements for a rainfall event over Central Italy. The comparison of estimated rain rates with available raingauge measurements is also shown.

I. INTRODUCTION

RAINFALL RATE estimation by means of microwave radiometric measurements from space has been long considered an appealing goal [1], [2]. The increasing interest into precipitation estimates is due both to the emerging needs of global climate change modeling and to the impact of rain on human activities [3].

The physical foundations of precipitation retrieval using space-borne microwave radiometers are based on the fact that the upward brightness temperatures from the atmosphere are influenced in a frequency dependent way by the vertical profiles of meteorological parameters, namely by the vertical distributions of various hydrometeors which are present in clouds, and by the Earth’s surface characteristics [4]. The direct problem of finding the upward brightness temperature, once all the parameters are known, has found satisfactory solutions at least for simple geometry of clouds. The solutions are based on the radiative transfer theory in presence of albedo and various methods have been successfully implemented [5]-[7]. However, the inverse problem of finding one or more physical parameters (rain for instance) from the knowledge of upward brightness temperatures at various suitable frequency channels has so far found great objective difficulties. This is mainly due to the great number of parameters which compete with the required one in determining the radiometric measurements.

There are at least two main aspects which become of importance when the retrieval process is attempted: 1) the use of an appropriate data base of the physical parameters of the atmosphere, and namely of the clouds, to act as input to the radiative transfer model; and 2) the choice of decision criteria for assigning the “best” value to the retrieved parameters of clouds (i.e., the retrieval algorithm). As far as the data base is concerned, the possibility to acquire data from specific experiments either in situ or by means of radars is scarce, especially considering the detailed information required for vertical profile retrieval. Rainfall can be measured fairly easily at the surface, but difficulties are still occurring in large areas. Some authors have assumed the vertical distributions of hydrometeors and other parameters according to climatological and physical considerations. Climatological models for temperature and water vapor profiles can be provided. Clouds, for instance, can be thought vertically divided in three or four fundamental layers where water exists only in the liquid state, or in the solid state or in a mixture of the two states [8], [9]. These assumptions can account for the mean values of the parameter profiles (climatological profiles), but to take into account the stochastic nature of the atmospheric variables, other hypotheses are needed regarding the random fluctuations of the variables around their means. Other authors have used microphysical models of evolving storms to establish data bases [9]-[11]. In this case, one has to admit that these models, while describing the evolution of a precipitating cloud, account for a large variety of cloud types. An advantage of data bases derived from the microphysical models is that they can furnish intrinsically the random fluctuations of the profiles besides their mean value. The statistical parameters of these fluctuations are physically consistent and so are the correlations among hydrometeors [12], [13].
Regarding the adopted procedures to retrieve cloud parameters, it is noted that almost all are of statistical nature, although this aspect is not always put in a consistent statistical framework. This fact emphasizes the need of a data base which is physically and statistically representative in order to work out the retrieval process. To put it simply, the retrieval procedure has to choose from the data base the cloud structure which is consistent with the microwave radiometric signature of the cloud (i.e., the measurements) or, in other words, the cloud structure which gives upwelling brightness temperatures which “resemble” those furnished by the measurements. This concept can be expressed analytically in a number of ways, although the intriguing set of assumptions often made leads in most cases to results which do not differ substantially from each other. Some considerations are necessary, however. First, the data base must be large enough in order to properly define the statistics of the cloud structure and account for various typologies of clouds. Second, ambiguities can occur for the nonuniqueness of the solution of the inverse problem (a suitable choice of the radiometric channels is required). Finally, errors are always present for inadequateness of models and noise of the instruments and they can be magnified during the retrieval process. The latter two considerations are common to almost all inversion problems [14] and the various algorithms try to overcome these difficulties [15]. The first consideration may lead to a large computing time and methods to partially remove such a problem can be envisaged. One way is an iterative perturbation approach to enlarge the information originally contained in the data base [8], [16].

Among the various algorithms appeared in literature for retrieving precipitation and other cloud parameters, the most used approach is based on the minimization of the mean squared departure (sometimes weighted) of the solution of the radiative transfer model from the measurements. However, this solution is not linearly related to the physical variables of the cloud and, in general, an analytical expression of the estimated parameters cannot be given. Some authors nevertheless have used a linearization of the solution either in the entire set of the realizations (the data base) or in a subset of these [10], [12], [17]. Least mean squared error approaches, with linearization assumptions, are in the framework of the regression theory and results have been presented both for simulated and experimental data. To overcome the linearization assumptions, nonlinear fitting or piece-wise approximations have been used [8], [18], [19]. Furthermore, considering the opportunity of retrieving more cloud parameters and not only surface rain rate, multiple multivariate regressions have been also used [13]. Other approaches explicitly use a minimum Euclidean distance between the measured temperatures and the simulated ones [8], [16], [19], [20]; or criteria based on the statistical theory of parameter estimation [21], [22]. Results may be similar to the other approaches, according to the way for which errors are accounted.

In this paper, we present a comprehensive approach aiming at the estimation of precipitating cloud parameters from multifrequency radiometric measurements. It can represent an intermediate procedure with respect to those so far adopted. The primary data base we have used is derived from a microphysical model of an evolving storm, but it is further expanded by means of the random addition of Gaussian-distributed perturbations while maintaining the same mean parameter values and covariance matrix. The procedure allows one to integrate different sources of information (models, radar data, etc.) and to reasonably modify the statistical parameters to extend the data base to other classes of clouds. The retrieval algorithm is presented in the framework of the statistical theory of parameter estimation and aims at the evaluation of the entire cloud vertical structure rather than surface rain rate only. It does not imply any linear relationship between measured brightness temperatures and cloud parameters, takes into account the possible sources of errors and does not require large computer resources.

Section II presents an overview of the entire procedure by singling out the main functions and data flows. Each step of the process of generating a data base of cloud structures and related brightness temperatures (the cloud-radiation data base) is further detailed in Section III. In order to give to the reader a better insight into the meaning and the limitations of the proposed method, an assessment of the characteristics of the data base is presented in Section IV. Details about the retrieval algorithm and a test of the algorithm on simulated data are presented in Section V. The simulations have been performed considering the same set of frequency channels (19.3, 22.2, 37.0, and 85.5 GHz) used by the Special Sensor Microwave Imager (SSMI) on board the DMSP satellite [23]. Finally, the method has been applied to SSM/I data acquired in the Mediterranean area during a significant precipitation event. In Section VI the retrieved rain rate map is compared to raingauge measurements available in the precipitation area.

II. OVERVIEW OF THE RETRIEVAL METHOD

The entire procedure for retrieving cloud parameters and rain rate is illustrated in the block diagram of Fig. 1, where rectangular boxes stand for procedures and oval ones indicate data bases. The direct problem is shown on the right hand side by white boxes, while the gray boxes show the various steps for arriving at the estimation of the cloud parameters (inverse problem). The various steps involved are briefly explained below. Further details are given in the following paragraphs. 1) Primary Cloud Data Base: Here we refer to a cloud data base derived from a microphysical model of an evolving storm, but other sources of information can be envisaged, such as radars, local soundings, etc. This data base gives in a three-dimensional space grid the equivalent water contents (EWC) of four hydrometeor species (rain drops, cloud droplets, graupels, and ice crystals and aggregates) and the values of pressure, temperature, and water vapor content.

2) Statistical Sampling: The cloud data are transformed in a statistical, one-dimensional data base (the processed cloud data base). The four hydrometeor EWC’s, pressure, temperature, and water vapor at each altitude, but at different times and horizontal locations are all considered as possible realizations of the cloud, and their fluctuations of values furnish the statistical nature of the cloud data base.
3) Classification and Layering: The processed cloud data base contains diverse typologies of cloud because it has been composed gathering together cloud structures in different parts and at different times of an evolving storm. In fact a number of classes or cloud types can be defined and a statistical analysis of each class can be carried out in order to find, at each considered vertical level, the mean values of the hydrometeor EWC’s and the covariance matrix relative to the four hydrometeor EWC’s at different vertical levels. To make more manageable these statistical results, a reduction of the vertical levels is needed (layering procedure).

4) Data Base Generation: Only five classes of cloud have been considered, which in some way resemble those of a conventional meteorological classification. However, the retrieval algorithm requires a large amount of cloud data to work satisfactorily. Therefore a new data base is generated by using random distributions of cloud parameters with the same mean vector and covariance matrix as the ones obtained by clustering (extended data base).

5) Radiative Transfer: This process completes the solution of the direct problem thus furnishing the cloud-radiation data base that includes both cloud data and related brightness temperatures. To solve the radiative transfer equation other parameters must be introduced in the model besides the hydrometeor EWC’s, such as the radiative properties of the surface below, size distributions of particles, their phase functions and so on. The incompleteness of this information increases the error in the estimation process and should be taken into account.

6) Image Deconvolution: As far as the inverse procedure is concerned, we start from the images of the upwelling brightness temperatures measured by the multichannel satellite radiometer. In the following we have considered the four SSM/I channels at 19, 22, 37, and 85 GHz. However, the spatial resolution provided by the channels is not the same. For instance, the 85 GHz channel gives a resolution of $12 \times 15$ km, while the 19 GHz channel of $69 \times 43$ km. Therefore, in order to use a multifrequency retrieval algorithm, it is necessary to have the same resolution at all channels thus reducing the resolution of the highest channels and increasing the one of the lowest channels. The best effect can be accomplished by a deconvolution process which in part reduces the smearing effect of the antenna. However, this cannot be sufficient and a spatial averaging of the highest channels can be necessary. In this work we have used the Backus-Gilbert deconvolution technique developed by Farrar and Smith [24].

7) Precipitation Screening: It can be profitable to separate the nonrainy events from the set of measurements in order to apply the retrieval procedure only to the precipitation areas. This can be obtained in different ways. If the radiometer channels (or some of them) have two polarizations, we can exploit the polarization diversity induced by the surface below to distinguish a water surface from precipitation [25], [26]. Or yet we can use a double clustering approach operating on the principal components of the multispectral images [21].

8) Retrieval Algorithm: The retrieval algorithm is used to infer the hydrometeor profiles calculated for the seven layers. The surface rain rate is derived from a rainfall model [10]. The used retrieval algorithm is based on a probabilistic approach minimizing on average a cost function or specifically finding the cloud parameters which give the maximum a posteriori probability, as extensively explained in Section V.

III. GENERATION OF THE CLOUD-RADIATION DATA BASE

A. Statistical Sampling

The primary cloud data base we have used in this work was generated by a three-dimensional time-dependent cloud mesoscale model known as the University of Wisconsin-Nonhydrostatic Modeling System (UW-NMS) [27]. One of its main features is the presence of an explicit microphysics for describing the dynamics of different kinds of hydrometeors, specifically: nonprecipitating ice (crystals plus aggregates); precipitating ice (graupel particles); nonprecipitating liquid water (cloud droplets); and precipitating liquid water (rain drops). We have used the results of a four-hour simulation of an intense summer hailstorm that occurred near Eldridge, AL. The various hydrometeor profiles were sampled every one minute throughout the course of the simulation at an horizontal resolution of 1 km over a spatial extent of $50 \times 50$ km², and a vertical resolution of about 0.5 km (determining 42 altitude levels). The size distributions of each hydrometeor is a negative-exponential distribution with a given logarithmic slope (assigned for each hydrometeor category) and an intercept that is deduced from the hydrometeor content [10].

The output of the model has been processed to determine a statistical one-dimensional data base of clouds to be used in subsequent statistical analysis. At any height and time step, hydrometeor liquid water densities were horizontally averaged within 10 km horizontally homogeneous cloud boxes to simulate the spatial averaging of the SSM/I antenna at the highest frequency band [10]. In conclusion, 768 cloud structures were obtained, each one consisting of four profiles of the equivalent water contents of each hydrometeor and three profiles of the other meteorological quantities (air pressure, temperature and specific humidity), plus the value of the surface rain rate (RR). Each individual structure can be related to a specific cloud type.
to different features of the storm during its time evolution and to different locations within the storm horizontal extension. We have intended that these 768 profiles may represent different realizations of a cloud belonging to a continental precipitation event.

B. Cloud Classification and Statistical Analysis

The classification task can be accomplished by using the cloud physical parameters (i.e., the various hydrometeor contents) or their radiative behavior (i.e., the upwelling brightness temperatures). In this paragraph we present the first approach, which allows a clear interpretation of each class in terms of standard meteorological classifications. However, we can proceed similarly by performing the classification on the basis of the multifrequency $T_B$ and the results will be compared in Section IV-A.

For the sake of simplicity we have used the columnar values of the hydrometeor water contents (columnar equivalent water contents, hereafter CEWC) that have been processed by using a disjoint clustering analysis based on the Euclidean distances. The data base is divided into clusters (classes) such that every sample belongs to one and only one class. The nearest centroid sorting technique is used, where a set of CEWC values, called cluster seeds, is selected as a first guess for the cluster centroids. Each sample in the data base is assigned to the nearest seed to form temporary clusters using a criterion based on the Euclidean distance of CEWC values from the current centroid. The seeds are then replaced by the centroids of the obtained clusters and the process is repeated until no further changes occur in the clusters. We have selected a number of classes ($N_c$) equal to five, each of them containing a significant number of clouds as needed for subsequent statistical computations.

Fig. 2 shows two scatterplots between CEWC’s of different hydrometeor species where classes are represented by using different symbols. The graupel CEWC is presented against the ice CEWC and the cloud CEWC against the rain CEWC. It is interesting to note that the adopted classification algorithm determines classes that can be related to different parts of the simulated storm and therefore can also represent different types of clouds. In particular class 2 can be associated to the rear anvil of the storm, class 3 to the first cell and classes 4 and 5 to the main core [10].

C. Layering Reduction Method

The method for reducing each cloud structure of the processed cloud data base to a limited number of layers consists of the following steps.

1) The 42-level EWC profiles provide the upper and lower boundaries of the four hydrometeors. The existence of any given hydrometeor has been assumed by defining a threshold level ($10^{-5}$ kg/m$^3$). These boundaries define eight levels and therefore seven layers where different combinations of the hydrometeors are present.

2) The eight levels of each cloud structure have been averaged in each class in order to identify only one geometric configuration of seven layers.

3) Each 42-level cloud profile has been replaced by the corresponding 7-layer structure. In each layer an EWC corresponding to the average in its vertical extent has been assumed for each hydrometeor. As far as pressure, temperature and specific humidity are concerned, the mean profiles have been used for each class.

As a consequence, the processed cloud data base is reduced to a series of cloud structures with at most seven layers. The geometry, the pressure, temperature and humidity, as well the occurrence of each hydrometeor species in the layers are characteristic of the class. The cloud realizations are therefore identified by at most $7 \times 4$ values of EWC’s for a total of 28 variates that will be considered the elements of a random vector $g$. It must be pointed out that layers do not always contain all the hydrometeor species and therefore 28 is only an upper limit. As an example, Fig. 3 shows the class mean profiles of hydrometeor equivalent water densities obtained for a class with a medium-high value of ice and graupel content.
(class 4); in this particular case, the procedure has resulted in cloud structures defined by 15 EWC values plus rain rate for a total of 16 variates.

D. Random Generation of Cloud Data Bases

As explained before, each cloud is defined by a vector \( g \) of dimension \( D \times 1 \), whose elements are at most the 28 geophysical parameters (the hydrometeor EWC's). For each class of the processed cloud data base, we have adopted a truncated Gaussian multidimensional joint-distribution of vector \( g \), that is derived by setting to zero negative values of a Gaussian random vector whose probability density function (pdf) is given by the following equation:

\[
p(g) = \frac{1}{(2\pi)^{D/2}\sqrt{\det(G_g)}} \exp \left[ -\frac{1}{2}(g-m)^T G_g^{-1}(g-m) \right]
\]

(1)

where \( G_g (D \times D) \) and \( m (D \times 1) \) are the covariance matrix and the mean vector of \( g \); and \( \det(\cdot) \), superscript \( (\cdot)^{-1} \) and superscript \( (\cdot)^T \) indicate the determinant, the inverse matrix and the transposed matrix operators, respectively.

This choice comes from the consideration that vector \( g \) is always positive and, especially for optically thin clouds with layers where the hydrometeor contents are small, can present zero values also, thus making questionable the assumption of alternative distributions like the log-normal one. Computations of the histograms of the hydrometeor contents in the processed data base and hypothesis tests for the marginal pdf of each parameter have shown the adequateness of the choice. However, the required truncation does occur only in a very limited number of cases and its effect will be neglected in the calculation.

For each class we have generated new realizations of the geophysical vector \( g \) according to a Gaussian distribution with mean vector and covariance matrix already calculated for that class. We have used the so-called rejection technique described in [28]. Using this technique, a new extended cloud data base has been generated, consisting of 1000 structures for each class, that is a total set of 5000 structures has become available. Indeed, the number of generated clouds may be only limited by the computational efficiency required when running the retrieval procedure.

Fig. 4 presents the results in terms of the hydrometeor CEWC's of the randomly generated clouds. When comparing these scatterplots to those of Fig. 2, it can be noted that the number of points is largely increased even in regions where the original data appear very sparse; however, the fundamental correlations within the cloud structures originating by the microphysical model have been retained. In Section IV we will assess the capability of this data base to determine a swarm of points, in the domain of multifrequency brightness temperatures, dense enough compared to the radiometer sensitivity and the requirements of the retrieval algorithm.

E. Radiative Transfer Model

The radiative transfer model assumes a plane-parallel geometry for the precipitating clouds so that the effects of the cloud geometry in the horizontal dimensions have not been taken into consideration. This assumption is justified when the precipitating cloud is horizontally homogeneous within the field of view of the space-borne radiometer. The scalar radiative transfer equation in the microwave spectrum applies to the considered azimuthally symmetric structures and can be expressed as follows:

\[
\frac{dT_B(\mu, \tau)}{d\tau} + T_B(\mu, \tau) = \frac{1}{2} \int_{-1}^{1} p(\mu, \mu', \tau) T_B(\mu', \tau) d\mu' = [1 - w(\tau)] T(\tau)
\]

(2)
Fig. 4. Scatterplots of CEWC's of the randomly generated cloud data base (using the CEWC classification).

where $T_B$ is the azimuthally independent brightness temperature in the direction $\theta$ with respect to vertical axis (being $\mu = \cos \theta$), $\tau$ is the vertical optical thickness from a given altitude to the top of the atmosphere, $w$ is the single-scattering albedo, $T$ is the physical temperature, and $p$ is the azimuthally-averaged phase function. We have applied the method of discrete-ordinate for solving the integro-differential equation (2) [6], [7].

All the hydrometeors are supposed to be spherical so that Mie theory has been used to compute the single-scattering quantities; nonsphericity effects on polarized radiative transfer computations have not been considered. The refractive index of water hydrometeors is calculated from the drop temperature by means of the Ray approximation of Debye’s formula, the ice refractivity by using an empirical formula, while the graupel refractivity has been derived by assuming the Maxwell–Garnet mixing formula [10]. The single scattering quantities in each layer have been obtained by summing the contributions of all hydrometeors; each contribution has been derived by averaging the scattering quantities over the drop-size distributions assumed in the mesoscale microphysical model. All the hydrometeors are embedded in a specified atmosphere, where pressure, temperature and water vapor vertical profiles are given, so that the gaseous absorption has been calculated using the Liebe model [29]. The Heyney–Greenstein phase function is assumed, which is specified by the mean asymmetry factor of the hydrometeors in the layer and corrected for high asymmetric forward scattering [30].

The Earth’s surface has been considered a Lambertian surface whose emissivity is determined on the basis of simple models available from the literature [31]. The results reported in this paper have been obtained by considering a land characterized by a surface temperature of 25°C and moist factor of 0.9, that corresponds to a surface emissivity of about 0.85 for all the considered frequencies.

The output of the radiative transfer model allows one to associate to each cloud structure described by vector $g$, a vector $t$ whose elements are the upwelling brightness temperatures at the various frequencies and therefore to build the so called cloud-radiation data base. At this stage of the process, modifications of the class data bases can be accomplished to make the simulated microwave signatures to adhere more closely to radiometric measurements of actual cloud structures.

It must be pointed out that there are several approximations in the radiative transfer model we have applied and in the way the convolution of the antenna is taken into account. In particular, the kind of convective cloud model simulations we have utilized does not yield necessarily horizontally homogeneous fields on the scale of 10 km. Therefore, one should use a three-dimensional radiative model which accounts for the off-nadir observation angle of the radiometer [33]. Methods to consider a one-dimensional radiative transfer, including the approach we have proposed here, may lead to errors of several degrees. Moreover, the hydrometeor size distributions play a crucial role in the radiative transfer computation. In this work we have considered size distributions according to what is assumed in the cloud microphysical model, but alternative distributions are also under consideration [32].

IV. ANALYSIS OF THE CLOUD-RADIATION DATA BASE

Some analyses of the derived cloud-radiation data base are significant for understanding its potential and they are reported in the following sections.

A. Comparison of Diverse Classifications

The classification algorithm applied either to the CEWC or to the $T_B$ values groups the clouds in different ways. Considering the same number of classes ($N_c = 5$), Table I shows a $5 \times 5$ confusion matrix containing the number of clouds assigned to class $i$ by one classification, but placed in class $j$ using the other classification. It has been already mentioned that the CEWC classification allows one to clearly identify classes of clouds related to a specific time or space location within the microphysical simulation output. It appears evident from Table I that the similarity among clouds as sensed...
by the radiometer does not necessarily lead to the same physical interpretation; however, the classification based on \( T_B \) gives better results in terms of retrieval accuracy [13].

B. Effects of the Layering Reduction

In order to evaluate the effect of the layering reduction procedure on \( T_B \) computations, we have analyzed the difference between brightness temperatures resulting from the original 41-layer and those emerging from the corresponding simplified 7-layer structures. Fig. 5 shows the differences at the various frequencies by a scatterplot representation. These differences do not present any significant bias at all frequencies (the averaged differences are within \( \pm 1 \) K). However, the 7-layer structures lead to an overestimation of the brightness temperatures of clouds with significant albedo and to a minor underestimation of clouds of lower albedo, at all frequencies. For the more tenuous clouds, the 7-layer structure tends to overestimate \( T_B \) and the errors become significant at the lower frequencies. The root mean square error due to layering is of the order of 3–5 K at all frequencies. We have also investigated the effect of each hydrometeor species on these differences and found that high values of ice and graupel CEWC’s strongly affect the performance of the layering reduction procedure at the highest frequencies.

C. Test of Density of the Cloud-Radiation Data Base

It is interesting to compare the radiometric behavior of the 5000 statistically generated cloud structures to that of the 768 structures of the processed cloud data base. Figs. 6 and 7 show, respectively, scatterplots between \( T_B \) values of different frequencies resulting from the original cloud structures and from those generated statistically. Top panels of each figure present \( T_B \) at 22 GHz versus \( T_B \) at 19 GHz, while bottom panels show the 85 and 37 GHz channels; each data point is represented by a different symbol, depending on the class it belongs to (\( T_B \) classification is considered in this case). As already discussed with reference to Figs. 2 and 4, it appears from these figures that the cloud-radiation data base reflects the radiometric signature of the processed cloud data base.

It is significant to quantify the density of points belonging to a certain data base. For this purpose, we have computed the Euclidean distance of each brightness temperature vector \( t \) to the closest one and defined the “density” of a data base as the distance below which 90% of the points occurs. It results that this distance for the extended cloud data base is of the order of 0.5 K that is comparable to the radiometric resolution of the current spaceborne radiometers and lower than the one of the processed cloud data base (about 2.5 K).

D. Brightness Temperature Sensitivity to Cloud Parameters

Since we are interested into hydrometeor vertical profile retrieval, we have analyzed the sensitivity of \( T_B \) to the variations of values of the hydrometeor EWC and other parameters of the radiative transfer (e.g., surface emissivity). For this purpose we have computed the \( T_B \) related to the mean cloud \( m \) and its variation \( \Delta T_B \) when changing the elements of \( m \) and the surface emissivity one at a time. Fig. 8 shows \( \Delta T_B \) for each layer of class 4 computed assuming variations of each cloud parameter equal to plus and minus one standard deviation, while the surface emissivity is varied according to what indicated in the figure (bottom-right panel). The \( T_B \) values at high frequencies (37 and 85.5 GHz) are very sensitive

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>256</td>
<td>116</td>
<td>62</td>
<td>5</td>
<td>20</td>
<td>377</td>
</tr>
<tr>
<td>195</td>
<td>101</td>
<td>47</td>
<td>22</td>
<td>79</td>
<td>256</td>
</tr>
<tr>
<td>169</td>
<td>35</td>
<td>47</td>
<td>79</td>
<td>21</td>
<td>377</td>
</tr>
<tr>
<td>79</td>
<td>79</td>
<td>58</td>
<td>22</td>
<td>71</td>
<td>377</td>
</tr>
<tr>
<td>Total</td>
<td>79</td>
<td>183</td>
<td>58</td>
<td>71</td>
<td>768</td>
</tr>
</tbody>
</table>

Fig. 5. Scatterplot of brightness temperature (\( T_B \)) values computed from the 41-layer and 7-layer clouds of the processed cloud data base.
to variations of the graupel EWC's in the highest cloud layers, while they are basically not affected by the variations of rain EWC's. On the contrary, the lowest frequencies are sensitive to the variation of the rain EWC of the middle layer (layer 3) and to the surface emissivity.

V. RETRIEVAL OF HYDROMETEOR CONTENTS AND RAIN RATE

It has been observed that upwelling $T_B$ at frequencies greater than about 19 GHz are almost not dependent on the structure of the lower rain layers and that the variability in the upper part of the cloud causes a large dispersion of the observed $T_B$ against the rainfall rate. These considerations suggested that we retrieve at least a coarse vertical profile of the cloud parameters, thus exploiting the hydrometeor correlations at different altitudes and therefore improving the retrievals in the lowest layers. The rain rate, as well as other quantities of interest (e.g., latent heat) can be, therefore, computed from the retrieved vertical structure by means of a proper model. The model we have used to evaluate the rain rate is consistent with the UW-NMS microphysical model and is described in [10]. Briefly, the rain rate is obtained from an approximated expression of the mean flux of the precipitating water close to the surface, averaged over the drop size distribution.

As compared to other methods inferring the complete structure of the cloud, our algorithm searches the cloud profile within a cloud-radiation data base and therefore it exhibits fairly good performances in terms of processing time. The time consuming task of solving the radiative transfer equation is accomplished only once, when generating the cloud-radiation data base.

The retrieval algorithm has been tested on simulated data and compared to the results obtained by other well established methods, namely the multivariate linear regression and the algorithm which search for the cloud having the brightness temperature vector closest to the measured one (the minimum distance algorithm). The comparisons have been made mainly
in terms of rain rate, but estimation of other cloud parameters have also been assessed. It should be mentioned that regression techniques are not only well established references to assess the improvements in accuracy using the proposed retrieval method, but still remain suitable for generating fast delivery and fairly robust products.

It must be noted at this stage that the statistical expansion of the data base does not really extend the microphysical settings of the cloud model to capture the many different actual clouds, but it is, however, necessary in order to run the retrieval algorithm with enough resolution of both geophysical parameters and brightness temperatures. As far as
future developments are concerned and in view of operational processing of radiometric data on a global scale, it will become necessary to concatenate the results from several different cloud model runs and therefore to include more and more classes of precipitation events in the cloud-radiation database. To this aim we can also use radar data or, when necessary, we can slightly change some statistical parameters of the cloud classes, e.g., the values of the mean and variance vectors.

A. The Maximum a Posteriori Probability Estimation

The hydrometeor vertical profile (identified by a vector \( g \)) can be inferred from a multifrequency \( T_B \) measurement (expressed by vector \( t \)) by applying the theory of parameter estimation which has been developed in the framework of signal detection and estimation. We can apply the maximum a posteriori probability criterion (MAP) that can be established within the more general Bayes estimation theory and is sometimes referred to as unconditional maximum likelihood criterion or maximum likelihood with \( a \) priori probability. If \( i \) is the discrete random variable that represents the \( i \)th class, we have to search for the cloud structure that maximizes the conditional pdf \( p((g,i)|t) \) of a cloud structure \( g \) belonging to a class \( i \), given a measure \( t \). Alternatively, by using the Bayes theorem, \( p((g,i)|t) \) can be expressed in terms of the conditional pdf of a measurement \( t \), given a cloud structure \( g \) and a class \( i \), that is

\[
 p((g,i)|t) = \frac{p(t|(g,i))p(g,i)}{p(t)}. \tag{3}
\]

As already discussed in Section III-D, the pdf of the vector \( g \) belonging to a certain class \( i \) is assumed to be Gaussian. It should be noted that, within the above notation, (1) represents the pdf of a vector \( g \) conditioned to class \( i \), i.e., \( p(g|i) \). Thus, the joint pdf of vector \( g \) and class \( i \) can be expressed as follows:

\[
 p(g,i) = \frac{1}{(2\pi)^{D/2}\sqrt{\det(C_{gi})}} \cdot \exp \left[ -\frac{1}{2}(g-m_i)^T(C_{gi})^{-1}(g-m_i) \right] p(i) \tag{4}
\]

where \( m_i \) and \( C_{gi} \) are the mean vector and covariance matrix of the class \( i \), respectively, and \( p(i) \) is the probability of occurrence of the class (\( a \) priori probability), considering that the variable \( i \) is a discrete one.

The use of the Bayes theorem introduces the conditional probability \( p(t|(g,i)) \) which represents the statistical distribution of \( T_B \) measurements for those cloud structures which we identify by the vector \( g \) and class \( i \). The statistical fluctuations endured by vector \( t \) are due to various causes. We assume that those fluctuations or errors can be represented by an additive noise superimposed to the values \( t \) of the brightness temperature vector determined by the adopted radiative model. Therefore, \( t - \bar{t} \) represents the added random error whose probability distribution must be specified for applying the MAP procedure to (3). Such errors are caused by uncertainties determined by the modeling of the radiative transfer as well as instrumental noise. For instance, the former may be attributed to fluctuations of parameters not included in the adopted model (e.g., for the discretization of profiles through the layering reduction procedure), or even included, such as surface emissivity and numerical computation errors. Due to the many effects which causes the errors \( t - \bar{t} \) and in order to simplify the procedure, we assume that such errors are normally distributed and have a zero mean value. To put in other words, the errors are assumed due to a large number of independent sources such that the central limit theorem can be applied. Therefore, the fluctuations of \( t \) occur around the value of \( \bar{t} \), determined from the model and correspondingly the conditioned pdf of \( t \) is

\[
 p(t|(g,i)) = \frac{1}{(2\pi)^{D/2}\sqrt{\det(C_t)}} \cdot \exp \left[ -\frac{1}{2}(t-\bar{t})^TC_t^{-1}(t-\bar{t}) \right] \tag{5}
\]

where \( C_t \) is the covariance of the random vector \( t - \bar{t} \), for the determination of which further assumptions are needed.

If we compute the natural logarithm of both members of (3), the maximization of \( p((g,i)|t) \) requires to search for a cloud structure \( g \) and its associated class, that maximizes the following discriminant function \( d(t, g) \):

\[
 d(t, g) = \ln[p(t|(g,i))] + \ln[p(g,i)] \tag{6}
\]

where \( p(t) \) has been removed as a common factor that does not contribute to discrimination, being equal for all the comparisons. If we substitute (4) and (5) and neglect the constant factor \(-D/2\ln(2\pi)\), we find the following equation:

\[
 d(t, g) = -\frac{1}{2}\ln[\det(C_{gi})] - \frac{1}{2}(t-\bar{t})^TC_{gi}^{-1}(t-\bar{t}) - \frac{1}{2}\ln[\det(C_t)] - \frac{1}{2}(g-m_i)^TC_{gi}^{-1}(g-m_i) + \ln[p(i)]. \tag{7}
\]

As a further simplification, we assume that the components of the error \( t - \bar{t} \) are uncorrelated at the different frequencies and have the same variance \( \sigma_t^2 \); consequently, the covariance \( C_t \) reduces to a diagonal matrix with diagonal elements equal to \( \sigma_t^2 \), and the term \( \ln[\det(C_{gi})] \) becomes a common factor that does not contribute to the discrimination. Thus, in the aforementioned hypotheses, the MAP procedure requires the minimization of the following quadratic form:

\[
 \frac{1}{2\sigma_t^2}(t-\bar{t})^T(t-\bar{t}) + \frac{1}{2}(g-m_i)^TC_{gi}^{-1}(g-m_i) + \frac{1}{2}\ln[\det(C_{gi})] - \ln[p(i)]. \tag{8}
\]

The first term represents the assumed squared errors and the second term a weighted square of the differences of the random vector \( g \) from its mean value, possibly interpreted as a climatological value or a first guess. In the above interpretation, the procedure closely resembles the regularization technique commonly used in statistical algorithms of inversion [14]. Moreover, the last two terms in (8) give a weight to each candidate \( g \), depending on the class it belongs to. It must be noted that no assumption of linearity is made for the relation between \( g \) and \( t \) and therefore no analytical expression for the
estimated \( g \) can be written. In the numerical implementation, the estimated cloud profiles is derived from the measured \( T_B \) values by querying the cloud-radiation data base, i.e., selecting the cloud structure \( g \) (and the associated \( \mathbf{l} \)) that gives the maximum value of the discriminant function \( d(\mathbf{l}, g) \) as compared to that calculated from all other available structures. Note that the size of the cloud-radiation data base has been chosen to ensure that a significant number of points have \( T_B \) values that fall within a radiometric noise of 1 K.

The hypothesis of assuming no correlation between errors in the diverse radiometric channels (i.e., \( C_i \) to be diagonal) is very severe, but we know only few sources of errors and a thorough investigation on matrix \( C_i \) would be hard to accomplish. The same is true for the choice of the value to assign to the variance \( \sigma_i^2 \). However, the role played by \( \sigma_i^2 \) in minimizing expression (11) appears to be rather a trade-off factor between the need of minimizing the errors and that of finding a value of \( g \) not too far from the mean. If a very small value is given to \( \sigma_i^2 \), the first term in (11) will prevail and we will choose \( g \) (i.e., a profile of the cloud structure) which produce \( l \) nearest (in the Euclidean sense) to the measured brightness temperatures \( t \). We remind that from the adopted transfer model, points \( l \) in the space of \( T_B \) are labeled in terms of \( v \). Vice versa, a large value of \( \sigma_i^2 \) forces the solution to coincide with the mean profile in the class having the highest a priori probability and smallest determinant of the covariance matrix.

The possibility to introduce the prior probability \( P(i) \) of each cloud class is a relevant feature of this Bayesian estimator. However, at this stage of the work, we have not enough information to discuss on this because we are still working with a single cloud model simulation and we are analyzing specific precipitation events. This feature can be better exploited when the method is applied to operational processing of microwave radiometric data on a global scale. In this case, the prior probabilities of several classes of clouds included in the cloud-radiation data base may be related to the geophysical area and to the time of the observation.

B. Tests of the Algorithm on Simulated Data

The accuracy of the retrieval algorithm is estimated by computing the residual root mean square (rms) error between the retrieved parameter and the “true” value of it. In order to make a significant test of the retrieval procedure, the data set used to estimate the accuracy should be derived from a different set of cloudy events with respect to those used for running the algorithm (e.g., the extended cloud data base).

We have approached this situation by deriving the set of cloudy events at 19, 22, 37, and 85 GHz. A zero mean uncorrelated Gaussian random error (with standard deviation of 1 K for all frequencies) has been added in order to account for instrumental noise. In this way we perform the test by using 41-layer cloud structures and therefore we account at least for additional errors due to the layering procedure.

As already mentioned in the previous paragraph, when applying the MAP criterion we have to make a choice about a plausible value of \( \sigma_i^2 \) that is assigned on the basis of the errors we know. While instrumental error is assumed 1 K, the error due to the limited number of layers in the model has to be properly taken into account. In particular, we have found that a minimum rms error on the estimation of the rain rate is obtained for a value of \( \sigma_i^2 \) nearly equal to 4, and this value has been assumed in the calculations.

By applying the MAP criterion to the simulated test data, we have retrieved the RR and the CEWC’s of the different hydrometeor species. Assuming classes with the same a priori probability, we have found a residual rms of 4.6 mm/h for the rain rate, 0.28 kg/m², 0.67 kg/m², 0.26 kg/m², and 0.86 kg/m² for cloud, rain, graupel and ice CEWC's, respectively. The results are shown in the left panels of Fig. 9 where, as examples, the retrieved values of RR and graupel CEWC are plotted as function of the “true” values.

As far as the multivariate linear regression is concerned, the regression coefficients for estimating the parameters we are looking for (RR or hydrometeor CEWC’s) are derived by using the cloud-radiation data base with a 1 K Gaussian random error added to the brightness temperatures to account for instrumental errors. With regard to the minimum distance algorithm, in our approach it simply represents a special case of the MAP algorithm, when only the Euclidian distance between brightness temperatures is considered in the discriminant function. The results of the linear regression and the minimum distance algorithms applied to the simulated test data are shown in the right panels of Fig. 9. The rms errors we have computed for the RR is 5.3 mm/h, both for the regression and the minimum distance algorithm, while for the graupel CEWC is 0.37 kg/m² and 0.28 kg/m², respectively.

VI. An SSM/I Case Study over Central Italy

This section presents a case study where the proposed retrieval method has been applied to SSM/I measurements over the Mediterranean area and compared to surface raingauge measurements to give indications about the potential of the method for retrieving precipitation from space. Another SSM/I application of the algorithm can be found in [21], while comparisons of the retrieval results with radar estimates are described in [19] and [32].

Fig. 10 shows images of the Mediterranean area acquired on November 24th, 1987 at 18:00 GMT by SSM/I. The figure provides an overview of the complete set of multifrequency \( T_B \) (22 GHz vertically polarized and 19, 37 and 85 GHz averaged on the two polarizations). The images are presented in the sensor coordinates so that distortions due to the scanning geometry are present. A uniform contrast stretching between 160 and 280 K and a common gray-scale have been applied, so that the patterns in the images can be directly interpreted in terms of temperature field patterns. A high contrast between land and sea appears in the lowest frequency channel (the top-left panel), while patterns related to the atmospheric contribution are more evident in the highest frequency channels (the right panels). In particular, the 85 GHz image makes it evident the
cold front which has already passed over Central Italy, and the existence of minor precipitating cells over the land, particularly in the area of the Tuscany region (about 43 North, 12 East) corresponding to the Arno river basin.

A. The Spectral Adequateness of the Cloud-Radiation Data Base

It is significant to analyze the adequateness of the cloud-radiation data base to comprise the SSM/I microwave spectral signature of the considered event. As an example, we consider the rainfall event in the Amo basin. Fig. 11 shows the comparison of the brightness temperatures measured by SSM/I in the precipitation area and the brightness temperatures of the cloud-radiation data base (the same points of Fig. 7 related to precipitation over land). The top panel of Fig. 11 compares the lowest frequency channels while the bottom panel presents the highest frequency channels. The adequateness can be considered fairly satisfactory, apart from a few image pixels. In particular, at the lowest frequencies the effect of the Earth’s surface emissivity can be significant and probably requires a better modeling. It is important to point out that these results are obtained after the use of the deconvolution procedure, to make the ground resolutions of all microwave channels more comparable. In any case, the beam-filling effect on the spectral signature of SSM/I at the lowest frequencies should be assessed when doing these kind of comparison.

B. Results and Comparison with Raingauge Data

Comparisons between rain retrieval results obtained with the proposed algorithm and the raingauge measurements, always offer marked difficulties. Raingauge measurements often give cumulative values within one hour, so that they are time averaged, while $T_B$ measurements on the contrary are spatially averaged. The raingauge networks, which one uses, are often installed for purposes other than those required for testing radiometric experiments. Their number in a given area is not always large enough to assume that more than one sensor is located in each SSM/I pixel and location errors in the
radiometric images may cause problems when comparing the rain field pattern of a single precipitation event. However, some interesting comparison can be profitably made. We have chosen a test area in the Arno basin in Central Italy where a network of 16 raingauges already existed and the meteorological conditions during the satellite passage refer to a post cold front passage with few rainy cells left over and a fairly weak precipitation. Fig. 12 shows the surface rain rate map obtained by the retrieval procedure applied to the radiometric data of Fig. 11. The raingauge locations are also shown. In Table II we have reported separately the rain rate measured by the raingauges at 17:00, 18:00, and 19:00 GMT and estimated from the SSM/I pixel where at least one raingauge is present. It results that the average rain calculated from raingauges and from SSM/I data are, respectively, 2.2 and 1.8 mm/h. It should be noted that errors in the screening procedure and in the geolocation of the SSM/I pixels may have relevant effects when the rain pattern is remarkably nonhomogeneous as is the case of Fig. 12.

VII. CONCLUSION

In this paper, a method to infer precipitating cloud parameters from microwave radiometric data has been presented and tested on simulated data. The algorithm is essentially based on an extended and fairly dense data base of precipitating cloud structures and their related brightness temperatures. It uses a MAP criterion to select the most probable cloud given a multifrequency radiometric measurement. Hereafter, the main advantages of the proposed method are summarized.

- The simulation of the precipitating cloud structures accounts for the detailed information on hydrometeor profiles derived from a microphysical cloud mesoscale model.
- The consideration of the coarse hydrometeor profiles in addition to the surface rain rate allows one to take into account the vertical correlation between hydrometeors and to determine other quantities relevant in meteorological and hydrological processes.
- The use of a MAP criterion to determine the hydrometeor profiles allows one to properly account for instrumental and model errors and to incorporate different a priori information (e.g., the a priori probability of a class of precipitating events can be related to the geographical area of interest).
- Good performances in terms of computer time are achieved due to the adopted numerical implementation of the MAP criterion that searches the solution in the cloud-radiation data base, instead of operating in an iterative way.
- Tests on simulated data have proved that the rain rate estimation accuracy is improved in comparison to the linear regression and minimum distance algorithms.

Both potentials and drawbacks of the proposed method may together furnish guidelines for future developments, as indicated.
in the following points.

- The potential of the MAP criterion to account for more realistic assumptions about instrumental and model errors should be exploited; specifically, the dependence of the error on the frequency channel and the correlations between channels should be evaluated.

- The potential of the MAP criterion to account for a priori information about the probability of a class of precipitating events should be exploited and related to the geographical area of interest and time of the year in a routine processing of SSM/I data.

- The extended cloud data base should be upgraded to include meteorological conditions of different geographical regions and different types of precipitation events. This can be in principle accomplished by including in the procedure further outputs of microphysical models or radar data, or by slightly changing some statistical parameters of each identified class of clouds when required.

- The cloud-radiation data base should be consequently upgraded, including also some improvements of the radiative transfer model. In particular, the model assumption about the size distribution of particles and the hypothesis of horizontal homogeneity of the clouds should be critically revised.

- Besides some case studies using SSM/I data presented here and in previous papers, a systematic validation activity is required and is planned in the framework of international experiments (e.g., Algorithm Intercomparison Project, WetNet Precipitation Intercomparison Project).

TABLE II

<table>
<thead>
<tr>
<th>Raingages</th>
<th>Raingauges 17 GMT</th>
<th>Raingauges 18 GMT</th>
<th>Raingauges 19 GMT</th>
<th>SSM/I estimates brightness temperature 19 GHz (K)</th>
<th>SSM/I pixel count</th>
<th>SSM/I line count</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.7</td>
<td>1.2</td>
<td>1.9</td>
<td>4.4</td>
<td>4</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2.9</td>
<td>0.1</td>
<td>5.1</td>
<td>11.3</td>
<td>6</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>3.2</td>
<td>1.0</td>
<td>2.7</td>
<td>4.4</td>
<td>4</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>5.2</td>
<td>2.5</td>
<td>1.8</td>
<td>0</td>
<td>6</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>3.4</td>
<td>0.2</td>
<td>5.2</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>0.4</td>
<td>2.0</td>
<td>0</td>
<td>2</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>2.6</td>
<td>3</td>
<td>2.7</td>
<td>0</td>
<td>8</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>1.3</td>
<td>1.4</td>
<td>0</td>
<td>2</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>0</td>
<td>4.3</td>
<td>0</td>
<td>2</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>0.8</td>
<td>1.5</td>
<td>0</td>
<td>6</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>2.9</td>
<td>2.2</td>
<td>0</td>
<td>6</td>
<td>13</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 11. Comparison of brightness temperature ($T_B$) values measured by SSM/I in the precipitation area with $T_B$ values of the cloud-radiation data base (over land).

Fig. 12. Contour map of the surface rain rate retrieved from the SSM/I data shown in Fig. 11 and limited to the precipitation system over the Arno basin. The pixels where at least one raingauge measurement is located are indicated by a black square.
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